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Abstract—Social networking sites have enhanced the
Web by providing online ‘“communities” where users can
easily create identities, establish relationships between
identities, and share resources with one another across the
Web. The availability of social networking APIs, such as
OpenSocial or the Facebook platform, make it possible for
third-party developers to tap into these social relationships
and design socially-aware applications. In this paper, we
describe how social networking groups can be used to
help create virtual private computing clusters that consist
of nodes spanning different administrative domains and
organizations. To demonstrate the feasibility and usage of
our approach, we developed a fully functional prototype
implementation and present the quantitative results of
our virtual private network. Our design integrates virtual
machines, peer-to-peer virtual private networks, and the
Facebook Platform API, to enable a user community in
which we can easily deploy ad-hoc Condor resource pools
that are managed through the Web-based Facebook group
interface.

I. INTRODUCTION

Online social networks have evolved into one of the
most popular technologies of the so-called Web 2.0
era. Social networking sites are routinely used by tens
of millions of users who interact with each other by
sharing content, creating links, and maintaining relation-
ships [1]. With the advent of social networking APIs,
such as OpenSocial and Facebook Platform, developers
can create smarter applications that leverage the social
networking aspects of its users. Current socially-aware
applications use existing links between users to cover
a wide range of functionalities from sharing movie
preferences to creating virtual private networks (VPNs)
with friends [2]. Because user relationships are at the
core of the establishment of communities and virtual
organizations, it is important for the scientific arena
to start exploring the advantages of integrating social
networking in grid computing cyberinfrastructures.

Researchers can benefit from social networking con-
cepts by utilizing social networking APIs to design
simple and intuitive interfaces to grid computing environ-

ments. A fundamental goal of adapting grid computing
environments to social networking is to to encourage
collaboration among peers through this user-friendly
interface. This paper demonstrates how to use social
networking groups to facilitate the deployment of virtual
clusters comprised of computing nodes located across
different organizations. Our work is an extension to an
ongoing research project aimed at creating easily de-
ployable virtual grid environments [3]-[5]. This project
uses pre-packaged virtual machines, virtual networking,
and peer-to-peer overlay techniques to provide a scalable
network of virtual resources suitable for grid computing.
With our prototype, we create a virtual organization to
deploy Condor pools on clusters of virtual machines
distributed across different domains and subject to the
networking constraints imposed by Network Address
Translators (NAT'S).

In this paper, we present a system with the following
characteristics: (1) a virtual machine environment that
sandboxes the grid processing from the host system,
(2) access to grid resources through a complete virtual
operating system, (3) secure IP-level access to all virtual
workstations through a virtual private network, (4) zero-
configuration establishment of a virtual private cluster
through a social networking interface.

More specifically, our prototype implementation al-
lows a user to create a Facebook group that is used to
manage access to a virtual cluster. By allowing users
to join the Facebook group, the group creator in effect
provides access to a private network of virtual worksta-
tions. Upon acquiring the virtual appliance image from
our website, a social networking application, running
within the virtual appliance, interacts with the user to
authenticate and verify access to the Facebook group
associated with the virtual cluster. Once verified, the
virtual workstation automatically joins the virtual cluster
and provide the user access to the grid resources.

There is ongoing research studying various aspects of
online social networks, such as trust among users [6],
user trends and relationships [1], and access control to
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Fig. 1. Virtual Private Network Overview: 1. Users from different
networks form a Facebook group to share common research interests;
2. The social networking datastore obtains VPN settings and ex-
changes certificates; 3. The virtual workstations form a virtual private
network on top of an existing Brunet peer-to-peer vpn overlay.

user content [7]. Yet, we believe that we have devel-
oped the first implementation that creates an automatic
mapping between relationships established by a social
networking group to end-to-end private tunnels in a
virtual network. This is also the first social networking
application to link distributed resources that are not
controlled by the social networking site with identities
that are generated and maintained by the site.

This paper addresses the problem of easily provid-
ing and managing secure access to grid resources. We
demonstrate a social networking approach to creating
and managing ad-hoc private virtual clusters enabled by
a virtual private network. We eliminate the complexity
of managing the virtual private network by combining its
management with the maintenance of a social network-
ing group. The paper also provides a novel approach
for a certificate authority to handle certificate signing
through a social networking paradigm. We also highlight
the assumptions necessary of a social networking site to
enable the feasibility of our approach.

The rest of this paper is organized as follows. We
present the motivation and use case scenario for our
approach in section II. Section III provides background
information and assumptions of our key system com-
ponents. In Section IV, we discuss the technical details
of our prototype. We provide some analytical data and
discuss the limitations of our implementations of Section
V. Section VI covers related work and we concludes our
paper in section VIL

II. MOTIVATION

Deploying secure cross-organizational grid infrastruc-
tures is a non-trivial task. The complexity of managing

these systems usually hinders collaboration among or-
ganizations. There is not an intuitive interface for man-
aging network access across different organizations. The
availability of social networking applications gives the
opportunity to merge the group management interface
of a social network with the creation and management
of a peer-to-peer virtual private network.

We present the practicality of our work through a
use case scenario. This discussion is on based on our
Facebook/Condor prototype, but our approach can apply
to other social networks, and grid-based applications.

Alice, Bob, and Carol are researchers at three dif-
ferent institutions who decide to share their spare CPU
cycles among each other by using the Condor scheduler.
Alice logs in to Facebook and creates a group called
WideAreaResearchNetwork, and tells Bob, and Carol to
join the group. Alice is notified through Facebook of
their request to join the group, and confirms their identity
by viewing their profile. Once their identify is verified,
Alice adds them to the Facebook group. Viewing the
requester’s profile is one of the key contributions of a
social networking site because it allows the administrator
to identify a user through this trusted medium. Upon
joining the group, Bob and Carol are instructed to
download a virtual machine appliance encapsulating the
O/S, middleware and applications that define a node in
the virtual cluster, such as the Grid appliance [3]. Each of
the researchers runs the appliance that uses the Facebook
API along with the IPOP P2P overlay technology to set
up an IPSec-secured virtual private network among the
three virtual machines. Once the secure virtual LAN is
created for these virtual workstations, the Condor job
scheduler can run unmodified, as well as any other tools
necessary for collaboration. Consequently, Alice, Bob,
and Carol can securely share data, computing services,
and CPU cycles.

III. BACKGROUND
A. Social Networking Sites

Social networking sites serve as centralized datastores
of user data and relationships. Application developers
can use this existing data to create applications that
facilitate connecting users to peers with similar interests.
Most social networks allow users to create and manage
groups to share information about common interests and
resources. Upon joining a group, users allow the creator
of the group access to their private data in order to
identify the user. Group members can share data with
other group members through the group’s own data store.
Social networking sites have provided APIs to store and



access user data such as profile information, and applica-
tion data. These APIs (OpenSocial, Facebook API) have
led to the development of thousands p of social network
applications. We leverage this functionality to alleviate
the complexity of managing virtual private networks.

B. Assumptions of Social Networking Trust

Our work is based on various assumptions of trust
in social networking sites. We assumed that the social
networking backend is a trusted medium; hence, data
associated with a particular user or group can be trusted.
Another assumption is that social networking sites also
provide accurate determination of user roles within a
group (i.e. user A is a group administrator, user B is a
group member). Through the use of a social networking
datastore, users can exchange data by using the social
links as a trusted out-of-band communication channel.
Consequently, we have used the Facebook datastore to
exchange certificate requests and retrievals among users
and a certificate authority. These X.509 certificates are
exchanged among peers to enable an IPSec-based virtual
private network. Analyzing trust in social networks is
beyond the scope of this paper.

Our virtual private network relies on the following
requirements: (1) discovery of a Certificate Authority
through a trusted medium, (2) acquisition of a CA public
certificate through a trusted medium, (3) acquisition of
a node certificate request through a trusted medium, (4)
acquisition of CA signed certificate through a trusted
medium. Our approach assumes that the social network-
ing datastore can be used as the trusted medium to
fulfill these requirements. The datastore thus facilitates
the exchange of certificates between the CA and each
member of the social networking group. The ability to
link identity to data and our assumptions of trust in social
networks is the main cornerstone of our approach.

C. Grid Appliance

The Grid Appliance project allows users to create
wide-area networks of virtual workstations for desktop
grid computing [3]. It uses virtual machines for easy de-
ployment and sandboxing of the execution environment
of the virtual workstations. These virtual workstations
possess all-to-all IP connectivity through a virtual net-
work technology called IPOP. IPOP stands for IP over
P2P, and it uses a peer-to-peer overlay network to route
IP traffic over the Internet, even when hosts are behind
firewalls and NATs. By default, the grid appliance image
runs the Condor job scheduler and each node becomes

part of a Condor pool upon joining the virtual private
network.

D. Virtual Private Network

The IPOP virtual network provides end-to-end security
by encrypting the IP packets that are sent through the
peer-to-peer overlay. Our implementation uses IPSec to
encrypt IP packets sent between two nodes. Each virtual
workstation needs a CA-signed certificate to communi-
cate over the network. These certificates are used by
IPSec to establish secure endpoint communication. The
certificate exchange between a certificate authority and a
valid endpoint must go through secure channels to guar-
antee privacy. Therefore, we use the social networking
datastore as the trusted medium to securely obtain signed
certificates from a certificate authority.

IV. DESIGN OVERVIEW

We now elaborate on the technical details of our
work. There are two main phases to consider in our
implementation. The first phase is the configuration of
the virtual private network to assure that the virtual
workstations can properly connect. The second phase is
the negotiation with the Certificate Authority to obtain
a signed certificate. Each is thoroughly explained in the
subsequent sections.

A. Joining an Independent Virtual Network

To properly simulate a virtual cluster, all-to-all IP
connectivity is necessary. This is achieved through the
IPOP (IP over P2P) virtual LAN. Through the use of a
virtual network interface, we capture the Ethernet frames
sent to a virtual NIC by the operating system. We extract
the IP packet from these frames and route them over
the Internet through the Brunet structured peer-to-peer
overlay [5]. The Brunet P2P overlay is scalable to large
numbers of nodes and can support multiple IPOP virtual
networks. IPOP nodes are partitioned by a network iden-
tifier, and each identifier contains DHCP configuration
stored in Brunet’s distributed hashtable. Hence, nodes
with the same IPOP network ID are part of the same
virtual network and a local DHCP server automatically
configures the virtual network interface [8].

In the current Grid Appliance, the creator of the
virtual cluster distributes a virtual floppy image through
a trusted channel (e.g. through an authenticated Web
portal). The floppy image contains an IPOP network
ID and DHCP configuration. Our approach uses the
social networking group datastore as a trusted medium
to share the configurations necessary for an IPOP node
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Fig. 2. Flowchart for social networking application in CA-mode.
In CA-mode, the social networking application performs three main
tasks: (1) publish the CA’s certificate through the group’s datastore,
(2) check Facebook for certificate requests and sign certificates,
and (3) publish and update the revocation list through the group’s
datastore.

to join the appropriate virtual network. These network
configurations can only be retrieved by members of the
social networking group. We developed a social network-
ing application that runs within the virtual appliance.
The application authenticates the user and extracts the
network settings from the social networking group data-
store. IPOP software uses these settings to join the virtual
network associated with the current user’s Facebook
group. Users can join these virtual clusters by becoming
a member of a virtual cluster group, and providing the
group’s name through the social networking application’s
web interface shown in Figure 5. The social networking
application uses the user information to acquire the
virtual network configurations and connect to the group’s
virtual private network.

B. Securing the Virtual Network through IPSec and
Facebook

Our implementation uses IPSec to provide end-to-
end security between virtual workstations. Therefore,
each workstation is required to have a CA-signed X.509
certificate in order to securely communicate over the net-
work. In traditional security models, various approaches
are used to acquire a CA-signed X.509 certificate. Some
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Fig. 3. Flowchart for social networking application in client
mode. In client mode, the social networking application performs
the following tasks: (1) get the CA certificate and IPOP settings for
the user-specified group, (2) create and publish a certificate request
through Facebook, (3) poll Facebook for certificate for request and
create certificate file, (4) start [IPOP and IPSec, and (5) synchronize
revocation list through the group’s datastore.

organizations require a phone call to identify and ac-
knowledge a certificate request, while others may find it
satisfactory to do so over email or by requiring registra-
tion through a portal. In our system, we use the Facebook
group datastore to exchange requests and certificates
between the certificate authority and the group members.
Once again, this is based on the assumption that the
social networking datastore is a securely accessed and
trusted backend. Figures 2 and 3 describe the process
used in requesting and signing certificates which is
explained in the following discussion.

1) Facebook Associations: In the Facebook API, ap-
plication content is stored as data objects. Each data
object has a unique identifier, and the creator of the
object can associate it with his/her own identity or
another data object. Our social networking application
uses three types of pre-defined associations: (1) a request
association that links a request to a user identity, (2) a
certificate association that binds a certificate to a request
or a CA certificate to a group, and (3) a revocation
association to indicate invalid certificates to the group.
The group creator, who acts as the certificate authority,
is the only user capable of creating certificate and



revocation associations. This restriction guarantees that
certificates and revocation lists can only come from the
certificate authority. Hence, a user makes a certificate
request through Facebook by creating a data object
containing an identifier (e.g. user Facebook id), and the
request information. The user then associates this request
data object to his/her identity. The CA also publishes
certificates in a similar manner, but uses a certificate
association to link certificate objects to request objects.

2) FQL:Facebook Query Language: Facebook has
developed an SQL-like query language called FQL. With
FQL, the Facebook database can be accessed more
efficiently by allowing multiple API calls to be combined
into one FQL call. This is important because Facebook
limits the number of API calls to about 15 calls per
minute. Here are some examples of the various FQL
queries used by our social networking application: This
FQL query returns the CA certificate:

SELECT id, data

FROM SecureGridNet.ipopdata

WHERE _id IN (SELECT obj_id
FROM SecureGridNet.certificate
WHERE gid = groupid)

This FQL query returns a list of certificate request ids:

SELECT obj_id

FROM SecureGridNet.request

WHERE usr_id IN (SELECT uid
FROM group_member
WHERE gid = groupid)

3) Getting CA Certificate from Facebook: In our
security model, the group creator has the option to
run the social networking application in CA-mode. In
CA-mode, the social networking application publishes
a previously created certificate and makes a certificate
association between the certificate data object to the
group id. The social networking API ensures that only
the group creator can make certificate associations.

4) Making Certificate Requests through Facebook:
In order to make a certificate request, each virtual work-
station runs the social networking application in client
mode. After acquiring the user-specified group name, the
application is able to obtain the CA certificate and [POP
settings associated to that group. The social networking
application creates a request data object containing that
request, and associates this object to his/her Facebook
user id. Subsequently, the social networking application
checks Facebook periodically for a certificate associated
to the request object.

5) Getting Certificate Requests from Facebook: Af-
ter publishing the CA certificate, the CA-mode social
networking application polls Facebook periodically for
a list of request object IDs associated with its current
members. This is done efficiently through the single FQL
query shown above. In CA-mode, the application main-
tains a local list of signed request identifiers. Each time
the list of request identifiers is fetched, it is compared
to the local list to check for unsigned requests. A list of
unsigned requests is generated, then the social network-
ing application does another FQL query to obtain these
certificate requests. Once these requests are acquired, a
certicate is generated and signed by the CA.

6) Storing Signed Certificates through Facebook:
Having signed the certificates, the social networking
application stores them on Facebook by creating cer-
tificate data objects. Each certificate data object is then
associated to its corresponding request data object. This
association is used by the client application to properly
retrieve the signed certificate corresponding to its certifi-
cate request.

7) Acquiring Signed Certificates from Facebook: As
mentioned earlier, after creating the certificate request,
the client application periodically checks Facebook for
a certificate. An FQL query looks up the Facebook
database for a certificate associate with the request data
object identifier. If a certificate is returned, the social
networking application creates an X.509 certificate file
compatible with IPSec. Since only the group creator can
create certificate associations, the retrieved certificate can
be trusted through the constructs of a social network.

8) Handling Revocations through Facebook: There
are some scenarios where certificates needs to be in-
validated. One case is when a user no longer belongs
to a group, either voluntarily or through removal by the
group creator. In such a situation, the user’s certificate
needs to be invalidated to block access to other users
in the virtual private network. Hence, the certificate
authority maintains a revocation list. The revocation list
is a data object associated to the group, and it is updated
whenever a user leaves the social networking group. The
client applications periodically updates their revocation
list through Facebook. The revocation list ensures access
control through the virtual network.

9) Putting it all Together: The acquisition of the
certificate from the CA marks the end of second phase.
Consequently, the social networking application can start
the IPOP virtual network with the settings retrieved
from the Facebook group. Once the virtual network is
connected, the social networking application also applies
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Fig. 4. Software Architecture. The social networking application
runs inside a guest operating system running within a virtual ma-
chine. The user interacts with Facebook and the python-based social
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properly configure the IPOP P2P application and IPSec to enable the
virtual private network.

IPSec on the virtual network to ensure privacy.

C. The Software Architecture

Our design builds on various open source software
components. These components are visualized in Figure
4. Our virtual workstations run on top of a virtual
machine monitor. In our experiments, we used VMware
server 1.6 since it is freely available, but the appliance
also works with the open-source software such as KVM
and VirtualBox. The grid appliance runs Debian 4.0
Linux operating system with the 2.6.25 kernel. The
virtual network interface is the universal tap device that
comes with the Linux kernel. The IPOP peer-to-peer
virtual network software is written in C# and runs on
the Mono .NET Framework for Linux version 1.9.1.

The social networking application is responsible for
configuring IPOP and IPSec to create a virtual private
network. The application was developed in Python and
runs on its 2.4 engine. We used the Python-Django
version 0.96 web framework which provides the web
interface to the user [9]. The open source PyFacebook
API was used to communicate with Facebook social
networking datastore [10].

To secure the network, we used the Racoon and
Debian-based IPSec tools to apply IPSec encryption to

the virtual network. We configured IPSec to use X.509
certificates for the creation of secure communication
channels. For CA certificates, requests, and signing, we
used the OpenSSL utilities. The social networking appli-
cation managed the certificate handling process. Hence
the application created certificate requests, signed certifi-
cates, and created the revocation list using the OpenSSL
tools. The information from the social networking profile
such as name, location, and city, was used to create
the certificate requests. Overall, the integration of the
social networking API facilitates the cumbersome tasks
of handling and managing X.509 certificates.

V. EXPERIMENTS AND ANALYSIS

We conducted various experiments to evaluate the
complexity of deploying our virtual grid infrastructure.
We also took some network measurements to analyze
the performance of our virtual private network. We used
the Condor job scheduler to run a BLAST gene sequence
similarity search tool, which is a workload representative
of academic research. Our infrastructure can potentially
help scientists share and run simulations securely on
virtual resources that are deployed across different orga-
nizations. Our main goal is to demonstrate the possible
applications of our proposed grid cyberinfrastructure in
the research environment.

Our experimental setup is comprised of five virtual
machine Grid Appliances located in three different net-
works. These virtual machines are owned by two users,
a group creator and a group member. Our system allows
for multiple virtual machines on a single Facebook user
account. Hence, the group creator ran three nodes: one
node ran as the certificate authority, the other as a Condor
manager, and the final node as a regular client Condor
node. Another user account ran the additional two nodes
in client mode.

A. Ease of Deployment

Deploying the virtual cluster was simple, it re-
quired zero-configuration, and it had almost no man-
agement overhead. The user’s main tasks are: join-
ing the Facebook group, installing a virtual machine
monitor, and running the virtual machine image [11].
Once the virtual appliance is booted, the user nav-
igates to http://apps.facebook.com/securegridnet/ from
their browser. Figure 6 shows the web interface which
allows the users to choose which group to associate with
the virtual appliance as well as the mode of operation
for the appliance. For our experiment, the virtual appli-
ance could run in three modes relating to the Condor



scheduler. In server mode, the virtual machine runs the
Condor manager. The other two modes are client mode
where the virtual machine can submit and run Condor
jobs, and worker mode which can only run jobs. After the
user makes their selection, the virtual appliance makes
the certificate request through the Facebook datastore.
This request is retrieved from Facebook by the CA,
signed and stored back on Facebook. The acquisition of a
signed certificate from the CA through the social network
took less than three minutes. Upon receiving the signed
certificate, the IPOP virtual network and IPSec is config-
ured and started, a step which took less than a minute.
The Condor job scheduler running on the client node,
took less than five minutes to properly join the Condor
pool. In a normal non-virtualized environment, joining
a Condor pool might only take a few seconds because
the Condor manager IP address is known a priori. In
the Grid Appliance, a Condor-manager discovery process
based on the P2P networks’ DHT may take minutes for
a Condor node to identify a Condor manager to connect
with. Overall, it took less than ten minutes for a client
nodes to securely obtain a signed certificate, configure
its virtual private network, and join a Condor-managed
pool of resources.

TABLE 1
BANDWIDTH MEASUREMENTS
Protocol | Without IPSec | With IPSec
TCP 51.5 Mbps 33.0 Mbps
UDP 45.4 Mbps 32.0 Mbps

B. Network Performance

To quantify the overhead of our IPOP P2P virtual
network and IPSec, we measured the throughput between
two virtual machines within the same LAN. We took
Iperf network measurements between two virtual ma-
chines in the same 2GB switched Ethernet network. Each
virtual machine ran on a dual-core 2.33 GHz machine
with 8GB of RAM. The virtual machines had 256MB
RAM allocated to each of them. The measurements
are shown in Table I. It is important to note that
various sources of overhead beyond IPSec exist in our
proposed approach. There is virtualized I/O overhead
associated with virtual machines which can cause per-
formance degradation. When we tested our IPOP virtual
network software on unvirtualized physical hosts, we
were able to achieve throughput above 200 Mbps. Since
our deployment focuses on a wide area environment, a
network bandwidth above 30 Mbps was sufficient for
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Fig. 5. Virtual Machine running in Client mode. This virtual machine
provides the user with local desktop access to a virtual cluster.
Users can submit Condor jobs as well as other tools necessary for
collaboration such as NFS over a virtual private network.

our experiments. Overall, our results demonstrated that
our virtual private network was able to accommodate the
bandwidth requirements of a scientific grid computing
task.

C. Performing Grid Tasks

We scheduled a BLAST job on our virtual grid en-
vironment to analyze the practicality of our approach.
The Condor scheduler ran the job on each of the virtual
machines and the results were sent to originating submit
node. The job scheduler operated unmodified, behaving
normally as if it was running on an physical LAN. The
successful completion of our batch job proved that we
can deploy unmodified applications that facilitates col-
laboration among researchers in different organizations.

D. The Limitations of Social Networks

In general, our approach can work with different social
networks if they provide a datastore and APIs. We
are currently designing an OpenSocial implementation
that will allow us to use other social networks such
as Orkut, MySpace, LinkedIn, and others. Throughout
our paper, we have made the assumption that a social
networking infrastructure is our trusted backend, but
there are various limitations with the current Facebook
infrastructure. The Facebook API is accessed through a
REST server; therefore, all API function calls are HTTP
GET or POST requests. Currently, Facebook does not



provide a secure socket HTTP interface (HTTPS) to its
API calls except for the Facebook login process. Since
the communication channel is not secure with Facebook,
it is not suitable as a trusted backend because it may
be subject to man-in-the-middle attacks. Other social
networking sites such as MySpace, Orkut, and LinkedIn,
which support the OpenSocial protocol, have also not
provided secure HTTP access to their resources. We
believe that these issues will be addressed by social
networking infrastructures as their API implementations
mature.

The granularity of Facebook access control is also
another issue. Even though there are various ways to
provide access control to regular Facebook data, Face-
book applications have access to all of user data that
have added the application to their profile. Henceforth,
application data on Facebook is global to all of the
users of the application. Any user of the application
can read data objects of other users if they can obtain
the object’s id. But only the creator of a data object is
allowed to modify that data object. Despite the Facebook
limitations, it is valid to mention that it is feasible
and practical to use the social networking paradigm to
provide a secure datastore for users in a collaborative
community.

VI. RELATED WORKS

The popularity of social networks and other Web 2.0
technologies has attracted much attention in academia.
Mislove et. al [12] began exploring the advantages of
social networks in Internet search. Their work demon-
strated how Internet search can be enhanced by also
searching the visited pages of friends in a social network.
Although their work did not use a specific web-based
social networking site, research projects have studied the
characteristics of Facebook applications [13].

Recently, Curry et. al [14] presented work on how
business enterprises can benefit from Web 2.0 tech-
nologies such as social networks and cloud computing
by providing an intuitive environment for employees
to access enterprise resources. Their implementation
used Facebook to allow employees access to legacy
applications running on a cloud-computing-based virtual
appliances through a Facebook web-gateway. The main
focus of this work is to create a better user experience
for new employees in an enterprise, and easier access
to tools within an organization. This work differs from
our approach because it does not address the issue of
cross-domain access to heterogeneous resources.
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The wuser runs the virtual appliance locally, then goes to
http://apps.facebook.com/securegridnet/. The application requests
the user to select a Facebook group and a node type. Once the user
submits a selection, the social networking application automatically
configures the virtual appliance and joins the virtual private network.

Other works have also talked about using social net-
works to establish secure channels. Authenticatr [15]
uses social links for authenticated out-of-band communi-
cation to enable secure communication channels. Their
approach advocates a middle layer in various applica-
tions in the same operating environment can use for
peer discovery and cryptographic key exchanges. Their
concepts are quite similar to our implementation, but
they focus mainly on providing a socket-like messaging
mechanism able to connect to many social networking
sites and applications simultaneously.

Collaborative systems such as Grids provide efficient
and scalable access to distributed computing capabilities
and enable seamless resource sharing between users and
platforms. This heterogeneous distribution of resources,
and the various modes of collaborations that exist in
the system require scalable, flexible, and fine-grained
access control to protect both sensitive data and shared
computing resources.

Originally in some Grid systems, each resource
provider (RP) used a grid-mapfile to map external re-
source consumers (RC) to local identities and define
their permissions. With dynamic user participations and
resource sharing, this approach is not scalable.




The Community Authorization Service (CAS) [16] is
a centralized approach, in which a CAS server maintains
the access control policies and policy enforcement is
managed on the CAS side. This approach allows resource
providers to delegate some of the authority for main-
taining fine-grained access control policies to communi-
ties, while still maintaining ultimate control over their
resources. Although this approach solves the scalability
problem, it lacks flexibility for ad-hoc collaborations.
Also, CAS lacks flexibility to support a new resource
provider which has not established a trust relationship
with the CAS.

In contrast with solutions that involve centralized
authorization, the Virtual Organization Membership Ser-
vice (VOMS) [17] describes an approach in which each
resource provider has a set of local policies. To access a
shared resource, the user provides an attribute certificate
issued from a virtual organization (VO) to identify user
attributes, such as role, group name, and capabilities.
By moving the policy decision point (PDP) from a
centralized server to each RP’s local site, VOMS can
solve the scalability problem with the grid-mapfile and
the flexibility of CAS, but it cannot support collabora-
tions without a well-established infrastructure since it
still requires a centralized attribute authority. Further,
since an attribute in VOMS only includes role and
group information in a VO, some policies cannot be
implemented, such as user-level and VO-level delegation,
and context-based authorization. That is, a user only can
gain permissions from a VO administrator.

PRIMA [18] is a privilege management system which
supports ad-hoc collaborations and permission delega-
tion. To submit a request to an RP, a user provides a set
of attributes which define the privileges of the user, such
as file access permissions, user quota, network access,
etc. Using these attributes and local policies, the RP
assigns permissions to the user. A shortcoming with this
approach is that, in a dynamic collaborative environment,
the privileges of a user may change according to the
resource consuming status in an RP, or some constraints
with other concurrent jobs running in the RP. Therefore
the pre-issued privilege attributes in PRIMA cannot sup-
port this dynamic and in-time permission assignments.

Zhang et al. [19] have proposed a usage control
(UCON)-based security framework for collaborative ap-
plications that presents an architecture to support at-
tribute mutability and decision continuity by leveraging a
hybrid approach of attribute acquisitions and event-based
updates.

Given the relatively recent gain in popularity for social

networking, there has been very little work on access
control frameworks that leverage the social networking
infrastructure to improve resource protections or the
usability of policy specification.

Carminati et al. [20] have presented an access control
model for web-based social networks, where policies are
expressed as constraints on the type, depth, and trust
level of existing relationships. Their approach proposes
a decentralized system architecture for access control
enforcement, based on the interaction of two agents: the
central node of the network, which stores and manages
certificates specified by users, and a set of peripheral
nodes, in charge of storing access rules and performing
access control.

“Protection” and “security” in social networking-
related research often focuses on the protection of re-
sources and data. However, the relationships between
users are also sensitive and need protection. Carminati
et al. [7] have proposed a strategy that exploits crypto-
graphic techniques to selectively disseminate information
concerning relationships across a social network.

Extending this work, Domingo-Ferrer [21] has demon-
strated a method that uses public-key cryptography to
reduce the overhead caused by private relationships and
minimizes the requirements for a centralized server.

Various additional Web 2.0 standards have encouraged
the push for socially-aware systems. OpenSocial [22]
is an open standard that propsoses a common interface
for building social applications across different social
networking sites. OpenID [23] aims at providing a dis-
tributed framework for digital identity. OpenlD providers
such as Yahoo.com, WordPress.com, LiveJournal.com,
allows systems to identify users without requiring users
to create specific accounts on these systems. OpenSocial
uses OAuth [24], which is an open standard that defines
how infrastructures such as social networks, can provide
limited access to user resources without divulging user
credentials.

VII. CONCLUSION

Social networking sites have gained tremendous pop-
ularity in the Web 2.0 era. With social networking APIs,
developers can create a wide range of applications which
makes it easy to stay connected with peers. Grid comput-
ing and social network share a common goal of resource
sharing in an efficient, flexible, and secure manner. Thus,
our approach integrates these two concepts to facilitate
the creation of collaborative virtual grids.

Our work focused on the creation and management
of a virtual private network that enables the deployment



of a virtual cluster with nodes in different organizations.
We demonstrated the simplicity, and practicality of using
this virtual infrastructure as a gateway to virtual grid
resources. Our network measurements and experiments
confirmed that our virtual network was able to handle a
common scientific computing task.

We were able to use the Facebook Platform API as a
prototype social networking backend. We assumed that
Facebook was a trusted backend able to bind identities
and access control to stored and retrieved data. The
current Facebook Platform does not possess all of the
requirements to classify as a trusted backend. Despite
these limitations, scientists can benefit by investigating
the potential advantages of developing social-network-
enabled grid infrastructures.
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