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Outline

● Virtual Networking + Grid Computing
● Making It Easy
● Deploying in Clusters and Workstations
● Demonstration
● Performance
● Moving Forward...







  

Unique Features of IPOP

● We provide the infrastructure for you!
● How to connect:

– Specify a network to join
– Start IPOP and you are dynamically given an 

address in that network
– You can find all resources by having a central 

manager or using multicast
● IPOP takes care of configuring routes, address 

allocation, and DNS for you!
● Support for individual workstations and clusters







  

“Demo”



  



  



  

Documentation

● http://www.grid-appliance.org/documentation/
BasicNodeHowTo.html

● http://www.grid-appliance.org/documentation/
IpopNodeReadme.html

http://www.grid-appliance.org/documentation/BasicNodeHowTo.html
http://www.grid-appliance.org/documentation/BasicNodeHowTo.html
http://www.grid-appliance.org/documentation/IpopNodeReadme.html
http://www.grid-appliance.org/documentation/IpopNodeReadme.html


  

Performance

Bandwidth 
(mbps)

Latency 
(ms)

Host 940 .3

IPOP Workstation 205 .6

IPOP Router 220 .8



  

Conclusions

● Coming up next:
– Security is available working on improving deployment
– Automated tools for creating network configurations
– Working on support for more operating systems

● Going on now:
– Used in real systems:

● PlanetLab - 500 boot strap nodes
● Archer – 250 active Grid Appliances

– http://www.grid-appliance.org
– http://www.ipop-project.org
– Completely free and Open Source (GPLv2)
– Product of ACIS P2P Team

● Questions?


